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Agenda 

 Introduction  - what is virtualization 

 Server Virtualization 

 Virtual networking  

 Making the network VM-Aware with VMReady 

 VMReady  Security – MAC Spoofing prevention – VMCheck 

 Standardized  VM-Aware  networking with 802.11 QBG 
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Virtualization exposes a logical view of some resources decoupled from the physical substrate. 

Virtualization has the potential of simplifying operations. 

Virtualization lead to Consolidation: fewer servers, fewer adapters, fewer cables, fewer management 

consoles, fewer Watts, cooling, etc. 

Virtualization has been around for many years, at different levels of granularity: 

    - Virtual Memory 

    - VLAN 

    - VRRP 

    - VM (Virtual Machine) 

What is virtualization ? 
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Server Virtualization 

 

 

Server virtualization – A way to share a physical machine hardware resources between multiple virtual 

                                    machines. 

The Virtual Machines (VMs) runs in parallel, each with his own OS, without being  aware of the virtual  

environment.  

 

- Advantages of server virtualization: 

- More efficient hardware utilization. 

- Better 'uptime‘. No need to power off the virtual machines for hardware maintenance. Virtualization enable  

                           live VM migration so it’s easy to move all VMs to another server in order to maintain the  

                           physical server. 

etc .. 
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Server Virtualization 

 

 

- The VMs runs on top of a software layer 

named hypervisor (Virtual Machine Monitor) 

which manages the execution of the guest 

operation systems and the hardware resource 

distribution between VMs. 
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Server Virtualization 

 

 

Hypervisors examples: IBM Power, VMWare ESX Server, Xen Citrix, Microsoft Hyper-V, etc. 

Usually, the virtual environment is managed  and monitored through a centralized entity. 

Ex: VMware vCenter Server, Xen System Center Virtual Machine Manager, .. 
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Virtual networking 

 

 

Virtual NICs, 

each with his  

own MAC addr. 

Physical NIC 
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Virtual networking  

 

 

Virtual Switches 

 A virtual switch maintain a mac:port forwarding 

 table and performs the following functions: 

-Look up each frames’s destination MAC when it arrives 

-Forward a frame to one or more ports for transmission 

- Avoid unnecessary deliveries (is not a hub)     

 

A virtual switch supports 802.1Q VLANs in one of the following modes: 

 -  Virtual Guest Tagging (VGT) – The VLAN tag is added by the OS / The vSwitch send  

       tagged packets to the OS.  

 

 -  External Switch Tagging (EST) – The VLAN Tag is added/removed by the physical 

           switch. The traffic between the hypervisor and the physical switch is untagged. 

 

 - Virtual Switch Tagging (VST)  - the vSwitch add the vlan tag to the packet that egress  

           the hypervisor and strip the VLAN tag from the pkt sent to the VM OS. 
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Virtual networking  

 

 - VLAN → vSwitch Port Group 

- Max, 127 vSwitches/Hypervisor 

- Max 4096 PortGroups/Hypervisor 
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VM-Aware networking 

 

 

The Problem: Network virtualization add one more task to the network 

administrators: configuring the virtual network. Beside that, the network 

have to be re-configured at each VM Migration .. 

Requirements: 

- Users should be able to specify per-VM configuration 

- Network policies should be applied automatically to VM traffic 

- When a VM moves, the associated network state should follow the VM to the 

  new switch  port 

 

Note: Network state includes: 

Vlan ID 

Access controls (e.g., address or port filters) 

Qos controls (e.g., priority, Tx and Rx Bw) 
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VM-Aware networking 

 

 

The Solution: VM-Aware switches. All configurations are made on the 

physical switch administration panel. The physical switch is automatically 

re-configured when a VM migrate. 
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Introducing VMReady 

 

 
VMReady is a feature of the IBM physical switches which offers the 

following functionality:  

1) Discover Virtual Machines MACs/IP, Hypervisors Management Interfaces 

Macs/IP and how those are connected to the physical switch. 

2)  Offers a way to provide VM isolation at L2 by configuring VM Groups 

using a single configuration panel. 

  1 VMGroup = 1 VLAN + VM MACs + uplink ports. 

3) Offers a way to configure the virtual network using the API’s provided by 

the virtual environment (currently, only with VMWare). 

 

4) NMotion – Detect VM migration and automatically re-configure the 

physical switch. 
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VMReady 

 

 

1) VM MAC Learn 

  Based on the assumption that VM MAC addresses have unique OUI which identifies them as VMs. 

  OUI = first 3 bytes from the MAC address: 

 VM MAC OUI     Vendor Name 

----------  ----------- 

 00:50:56       VMware      

 00:0c:29       VMware      

 00:05:69       VMware      

 00:0f:4b       VirtualIron 

 00:03:ff       Microsoft   

 00:15:5d       Microsoft   

 00:1c:42       Parallels   

 00:16:3e       Xen      

 00:80:27       Sun           
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VMReady 

 

 

1) VM MAC Learn/Movement detection 
   We install an ACL that send a copy of each SA-MISS packet to the CPU. Each time when a new MAC is  

   learned in the FDB (SA Miss event) a copy of the packet is sent to the CPU. 

   The source MAC OUI is searched through a list of ‘known VM OUI’s’. If a match is found,  

   a copy of the packet is sent to the VMMAC thread and a new entry is added to a database (vm table). 

 
 

ASIC 

Pkt with:  

src_mac = 00:50:56:00:00:01 

dst_mac = xx:xx:xx:xx:xx:xx 

port 1 

MP 

Port,Pkt 

Port,Pkt 

NO  

Send copy 

toVMReady 

YES 

 DB lookup 

Found ? 

NO 

YES 
Port 

changed ? 

NO 

IS src a 

VM MAC? 

YES 

Station Move 

Detected 

Insert the 

entry 

Port 1, MAC 00:50:56:00:00:01 

END 
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VMReady 

 

 

1) VM Learn 

     The output: a list containing  the VM-MAC (or VM-IP) / VM-Port (or logical port): 

 
  >> Virtual Machine# /i/virt/vm/d 

  IP Address       VMAC Address        Index Port      VM Group (Profile) 

  ---------------- -----------------   ----- --------- ------------------ 

   10.10.10.101    00:50:56:ab:4b:d7   0     INTA1      

   0.0.0.0         00:50:56:ab:4b:d8   1     INTA2      

  ~10.10.10.103    00:50:56:ab:7a:8b   2     INTA1     1   

 

  Number of entries: 3 

  ~ indicates inactive VMs 

  0.0.0.0 indicates IP address not yet available 

 

 

  The DB is periodically synchronized with the FDB in order to remove 

inactive entries.  

 

    

   

 

      

<Demo – VM Learn> 
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VMReady 

 

 

2) VM Groups  
    A VM Group define a L2 boundary. VMs added to the same VM group can communicate with each other 

but not with VMs added to other VM Groups. 

 

       1 VM Group = 1 VLAN + VM MACs + uplink ports.  

 

     A VM MAC can be added to a VM group after it was learned (port known) or before (pre-provisioned – 

port unknown). 
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VMReady 

 

 

2) VM Groups  
    
Local VM Groups 

No VLAN configuration on the vSwitch (and hence 

no separation between the VMs connected to the 

same vSwitch). Traffic go untagged on the link 

between the hypervisor and the phys switch. The 

separation between VMs it’s ensured only if the 

switch is in the data path. 

Supported with all hypervisors. 

Unknown unicast need to be discarded on the 

ports connected to the hypervisor (the reason will 

be explained later). 

Require HW Support for MAC_VLAN 

 

 

 

 

 

 

‘Distributed’ VM Groups (Automated or hybrid) 

 

VLANs configured on the vSwitch   

automatically, using the VMWare API  or 

manually(hybrid mode). 

 

Automatic mode supported only with VMWare. 
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VMReady 

 

 

 Local VM Groups 

  

 Based on the hardware MAC-VLAN hardware table 

 - for each VM MAC added to a VM Group, an entry is 

added to the hw MAC_VLAN table. Any untagged packed 

received  from the VM will be switched in the VMGroup  

VLAN.  
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VMReady 
Local VM Groups with advance planning configuration: 

VM1  

p 

VM2  

vSw0 

VMReady Switch 

10 20 

VM3  VM4  

vSW0 

EXT1 EXT2 

INT1 INT2 

VMDB 

VM3_MAC, PPort unknown,VM Group 1 

VM4_MAC, PPort unknown,VM Group 2 

VM1_MAC, PPort unknown,VM Group 1 

VM2_MAC, PPort unknown,VM Group 2 

VM1_MAC, INT1,VM Group 1 

VM3_MAC, INT2, VMGroup 1 

VM4_MAC, INT2, VMGroup 2 

VM2_MAC, INT1, VMGroup 2 

Empty 

virt vmgroup 1 vlan 10 

virt vmgroup 1 addport EXT1 

virt vmgroup 1 addvm VM1_MAC 

virt vmgroup 1 addvm VM3_MAC 

virt vmgroup 2 vlan 20 

virt vmgroup 2 addport ext2 

virt vmgroup 2 addvm VM2_MAC 

virt vmgroup 2 addvm VM4_MAC 

VM MACs info is transmitted from the server admin to the 

network admin through an out-of-band 

mechanism that is outside VMReady scope. 

VLAN_MAC tbl 

VM1_MAC, VLAN 10 

VM3_MAC, VLAN 10 

VM2_MAC, VLAN 20 

VM4_MAC, VLAN 20 

Src_mac: vm1_mac 

Untagged 
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VMReady 
Local VM Groups without advance planning configuration: 

VM1  

p 

VM2  

vSw0 

VMReady Switch 

10 20 

VM3  VM4  

vSW0 

EXT1 EXT2 

INT1 INT2 

VMDB 

VM3_MAC, INT2,Unconfigured 

VM4_MAC, INT2,Unconfigured 

VM1_MAC, INT1,Unconfigured 

VM2_MAC, INT1,Unconfigured 

VM1_MAC, INT1,VM Group 1 

VM3_MAC, INT2, VMGroup 1 

VM4_MAC, INT2, VMGroup 2 

VM2_MAC, INT1, VMGroup 2 

virt vmgroup 1 vlan 10 

virt vmgroup 1 addport EXT1 

virt vmgroup 1 addvm VM1_MAC 

virt vmgroup 1 addvm VM3_MAC 

virt vmgroup 2 vlan 20 

virt vmgroup 2 addport ext2 

virt vmgroup 2 addvm VM2_MAC 

virt vmgroup 2 addvm VM4_MAC 

VM MACs info is transmitted from the server admin to the 

network admin through an out-of-band 

mechanism that is outside VMReady scope. 

VLAN_MAC tbl 

VM1_MAC, VLAN 10 

VM3_MAC, VLAN 10 

VM2_MAC, VLAN 20 

VM4_MAC, VLAN 20 
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VMReady 

 Local VM Groups – why do we drop Unknown Destination Ucast ? 
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VMReady 
2) Distributed VM Groups – use VMWare VIAPI Operations: 

All operations are performed through the virtual center server. Require vCenter access pre-configuration on 

the physical switch: vCenter IP, UserID/Password. 

 

 

  

APIôs (generic) Input parameter returns 

viapi_get_vms none A list with all VMs managed by 

the vCenter server. 

viapi_get_vm_details vm_mac, vm_ip, vm_name, 

vm_uuid (unique id) 

Hypervisor IP, vSwitch, port 

group, mac, uuid. 

viapi_get_hosts none A list with all hypervisors 

managed by the vCenter server 

viapi_get_host_details host ip, name, uuid. Host details: VMs, vSwitches, 

details about the physical nics,etc 

viapi_create_portgroup hypervisor, vSwitch, pg name, 

vlan, traffic shaping options. 

OK or error code. 

viapi_add_mac_to_portgroup hypervisor,  vSwitch, mac, pg 

name. 

OK or error code 

Other API’s: viapi_create_vswitch, viapi_delete_vswitch, viapi_update_portgroup_settings, etc ..  
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VMReady 

  Distributed VM Groups with advance planning configuration: 

MGT 

vSw1  

VM1  

p 

VM2  

vSw0 vSw1  

VMReady Switch 
MGMT 

Net  

vCenter 

The switch connect to the 

vCenter server. 1 

2 

The vCenter connects 

to the hypervisor and 

change the vSw cfg. 

10 20 

MGT 

vSw1  

VM3  

p 

VM4  

vSW0 

pNics 

virt vmprofile create blue 

virt vmprofile edit blue vlan 10 

virt vmprofile create yellow 

virt vmprofile edit yellow vlan 20 

virt vmgroup 1 profile blue 

virt vmgroup 2 profile yellow 

virt vmgroup 1 addport EXT1 

virt vmgroup 2 addport EXT2 

virt vmgroup 1 addvmmac VM_3 

virt vmgroup 2 addvmmac VM_4 

IBM_blue 

vlan 10 

virt vmgroup 1 addvmmac VM_1 

virt vmgroup 2 addvmmac VM_2 

EXT1 EXT2 

INT1 INT2 

viapi_get_vm_info 

viapi_create_portgroup 

viapi_addmac_to_portgroup 

VMDB 

VM3_MAC, PPort unknown,VM Group 1 

VM4_MAC, PPort unknown,VM Group 2 

VM1_MAC, PPort unknown,VM Group 1 

VM2_MAC, PPort unknown,VM Group 2 

src=vm_1 mac 

tag = vlan 10 

VM1_MAC, INT1,VM Group 1 

VM3_MAC, INT2, VMGroup 1 

VM4_MAC, INT2, VMGroup 2 

VM2_MAC, INT1, VMGroup 2 

Empty 
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VMReady 

  Distributed VM Groups without advance planning configuration: 

MGT 

vSw1  

VM1  

p 

VM2  

vSw0 vSw1  

VMReady Switch 
MGMT 

Net  

vCenter 

The switch connect to the 

vCenter server. 1 

2 

The vCenter connects 

to the hypervisor and 

change the vSw cfg. 

10 20 

MGT 

vSw1  

VM3  

p 

VM4  

vSW0 

pNics 

virt vmprofile create blue 

virt vmprofile edit blue vlan 10 

virt vmprofile create yellow 

virt vmprofile edit yellow vlan 20 

virt vmgroup 1 profile blue 

virt vmgroup 2 profile yellow 

virt vmgroup 1 addport EXT1 

virt vmgroup 2 addport EXT2 

virt vmgroup 1 addvmmac VM_3 

virt vmgroup 2 addvmmac VM_4 

IBM_blue 

vlan 10 

virt vmgroup 1 addvmmac VM_1 

virt vmgroup 2 addvmmac VM_2 

EXT1 EXT2 

INT1 INT2 

VMDB 

src=vm_1 mac 

No vlan tag 

VM1_MAC, INT1, Unconfigured 

VM3_MAC, INT2, Unconfigured 

VM4_MAC, INT2, Unconfigured 

VM2_MAC, INT1, Unconfigured 

src=vm_1 mac 

VLAN tag 10 

VM3_MAC, INT2, VMGroup 1    

VM4_MAC, INT2, VMGroup 2    

VM1_MAC, INT1, VMGroup 1        

VM2_MAC, INT1, VMGroup 2 
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VMReady 

  Distributed VM Groups configuration 

MGT 

vSw1  

VM1  

p 

VM2  

vSw1  

VMReady Switch 
MGMT 

Net  

vCenter 

The switch use the VIAPI to 

ask vCenter to change the 

vSwitch configuration. 
1 

2 

The vCenter connects 

to the hypervisor and 

change the vSw cfg. 

10 20 

3 

The phys switch add the 

downlink phys port to the 

VM group vlan 

MGT 

vSw1  

VM3  

p 

VM4  

pNics 

VLAN 

Tagged 

port 

virt vmprofile create blue 

virt vmprofile edit blue vlan 10 

virt vmprofile create yellow 

virt vmprofile edit yellow vlan 20 

virt vmgroup 1 profile blue 

virt vmgroup 2 profile yellow 

virt vmgroup 1 addport EXT1 

virt vmgroup 2 addport EXT2 

virt vmgroup 1 addvmmac VM_3 

virt vmgroup 2 addvmmac VM_4 

IBM_blue 

vlan 10 

virt vmgroup 1 addvmmac VM_1 

virt vmgroup 2 addvmmac VM_2 

EXT1 EXT2 

INT1 INT2 
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VMReady 
Hybrid VM Groups with advance planning configuration: 

VM1  

p 

VM2  

vSw0 

VMReady Switch 

10 20 

VM3  VM4  

vSW0 

EXT1 EXT2 

INT1 INT2 

VMDB 

VM3_MAC, PPort unknown,VM Group 1 

VM4_MAC, PPort unknown,VM Group 2 

VM1_MAC, PPort unknown,VM Group 1 

VM2_MAC, PPort unknown,VM Group 2 

src=vm_1 mac 

tag = vlan 10 

VM1_MAC, INT1,VM Group 1 

VM3_MAC, INT2, VMGroup 1 

VM4_MAC, INT2, VMGroup 2 

VM2_MAC, INT1, VMGroup 2 

Empty 

virt vmgroup 1 vlan 10 

virt vmgroup 1 tag ena (send tagged packets to vms) 

virt vmgroup 1 addport EXT1 

virt vmgroup 1 addvm VM1_MAC 

virt vmgroup 1 addvm VM3_MAC 

Manually created 

virt vmgroup 2 vlan 20 

virt vmgroup 2 tag ena 

virt vmgroup 2 addport ext2 

virt vmgroup 2 addvm VM2_MAC 

virt vmgroup 2 addvm VM4_MAC 

Similar with distributed VM Groups – except that the vSwitch 

configuration is done manually. 

VM MACs/Hypervisor/vSwitch info is transmitted from the 

server admin to the network admin through an out-of-band 

mechanism that is outside VMReady scope. 
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VMReady 
Hybrid VM Groups without advance planning configuration: 

VM1  

p 

VM2  

vSw0 

VMReady Switch 

10 20 

VM3  VM4  

vSW0 

EXT1 EXT2 

INT1 INT2 

VMDB 

VM3_MAC, INT2, Unconfigured 

VM4_MAC, INT2,Unconfigured 

VM1_MAC, INT1, Unconfigured 

VM2_MAC, INT1,Unconfigured 

src=vm_1 mac 

tag = vlan 10 

VM1_MAC, INT1,VM Group 1 

VM3_MAC, INT2, VMGroup 1 

VM4_MAC, INT2, VMGroup 2 

VM2_MAC, INT1, VMGroup 2 

virt vmgroup 1 vlan 10 

virt vmgroup 1 tag ena (send tagged packets to vms) 

virt vmgroup 1 addport EXT1 

virt vmgroup 1 addvm VM1_MAC 

virt vmgroup 1 addvm VM3_MAC 

Manually created 

virt vmgroup 2 vlan 20 

virt vmgroup 2 tag ena 

virt vmgroup 2 addport ext2 

virt vmgroup 2 addvm VM2_MAC 

virt vmgroup 2 addvm VM4_MAC 

Similar with distributed VM Groups – except that the vSwitch 

configuration is done manually. 

VM MACs/Hypervisor/vSwitch info is transmitted from the 

server admin to the network admin through an out-of-band 

mechanism that is outside VMReady scope. 
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VMReady 

 

 

Detect VM Migration across switch ports. 

  

  

 

 

 

                  Physical switch 

Port 1  Port 2  

VM3  VM2  

VLAN1: Tagged ports: 1,2 

VLAN2: Tagged ports: 1 

Based on the SA Miss filter  + VM DB or 

VLAN Miss filter  + VM DB (explained next) 

- vSwitches config must match prior to VM migration 

(same port group must be created on both 

vsw) 

VM1  

Ex1: VM1 moves from port 1 to port 2. 

VLAN1: Tagged ports: 2 

VLAN2: Tagged ports: 1 

Syslog: VM1 moved from 

port 1 to port 2 

Ex2: VM2 moves from port 1 to port 2. 

VLAN 

MISS 

Syslog: VM2 moved from 

port 1 to port 2 

SA 

MISS 

VLAN1: Tagged ports: 1,2 

VLAN2: Tagged ports: 2 

- The hypervisor sends RARP pkts on 

behalf of the VM prior to finish the 

migration. 

Performance: 

Time needed to re-configure the physical switch: 

-    time needed to get the pkt to the vmr process 

- + time needed to do the db lookup 

- + time needed to re-configure the data plane (vlan) 

< 1 sec for 4K VMGroups / VLANs 
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VMReady 

 

 

Demo 

VMReady/VMGroups 

(Screen recording) 
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 VMReady 

 

 

VMPolicy  Bandwidth control 

 
    

VM Policy Bandwidth Control allows the administrator to specify the amount of data the switch will permit 

to flow from a particular VE, without defining a complicated matrix of ACLs or VMAPs for all port 

combinations where a VE may appear. 

RS G8052(config)# virt vmpolicy vmbwidth <VM MAC> 

txrate <committed rate> <burst> [<ACL number>]  

bwctrl 

 

 
TX Rate Control (txrate) (Ingress for the switch) sets the data rate to be 

sent from the VM to the switch. 

If egress ACLs are available rxrate policies can are also available(egress 

for the switch): 

RS G8052(config)# virt vmpolicy vmbwidth <VM MAC> 

rxrate <committed rate> <burst> bwctrl 
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03/30/12 

VLAN MAP (VMAP) 
 A type of ACL that is applied to a VLAN or VM Group rather than to a switch port as with regular ACLs. 

 In a virtual environment, VMAPs allow the user to create traffic filtering and metering policies that are 

associated with a VM group VLAN, allowing filters to follow VMs as they migrate  

 

 A VMAP can support the same set of qualifiers as ACLs, except the VLAN ID, which is added automatically. 

 

Steps for configuring a VMAP: 
1) Define the vmap: 

access-control vmap 1 ipv4 destination-ip-address 10.10.10.10 255.255.255.0 

access-control vmap 1 action permit 

 

2) Add the vmap to a vlan or vmgroup: 

virt vmgroup 1 vmap 1 <extport | intports | <cr> (all ports)> 

 

 

 
    

VMReady 
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VMReady 

Scaling: 

 # of VMGroups = Number of user configurable VLANs. 

 # of VMs added to local VM Groups = MAC_VLAN table capacity. 

 # of VMs added to distributed VM Groups = Not tied to any hardware limit. Depend on the software 

performance (db lookup, db <-> fdb synchronization) 

 # of VM Bandwidth entries: currently 128 – but can be more (= with the number of user –configurable ACLs) 

 # of VMAPs: currently 128 (1 slice) 
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VMCheck ɀ Secure VMReady 

 

 

VMReady  keep the VM MAC address in the switch configuration, and detect the VMotion by looking 

at the MAC address. 

Potential problems:  

    1) The MAC can be reused by the hypervisor. 

    2) Security breach – an attacker can spoof a VM MAC and gain access to a VM Group. VMReady 

will add the internal source port to the group VLAN. 

 

 VMCheck ensure protection against these scenarios 

1) Detects trusted hypervisor port. 

2) Detects re-used and duplicate MAC address. 
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VMCheck ɀ Secure VMReady 

 

 

How is done: 

Hello packets : The switch (connected directly to the hypervisor) send CDP packets to the hypervisor. 

The information (source port, switch id) is kept by the hypervisor in a database and can be retrieved 

via viapi (->vcenter->hypervisor) . If sending hello packets is enabled, the switch stops forwarding CDP 

frames. If we later retrieve information about a local switch port, we consider that port trusted. 

VM UUID: Beside the MAC address, the VM UUID (Universally Unique Identifier)  is also kept in the 

config. Through successive vCenter scan we can detect if a mac is re-used or duplicate (If the <mac, 

uuid> pair doesn’t match what we have in config. 
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VMCheck ɀ Secure VMReady 

 

 

 

 

 

  

How is done: 

Hello packets : The switch (connected directly to the 

hypervisor) send CDP packets to the hypervisor. The 

information (source port, switch id) is kept by the 

hypervisor in a database and can be retrieved via viapi 

(->vcenter->hypervisor) . If we later retrieve information 

about a local switch port from the hypervisor, we 

consider that port trusted. 

 

VM UUID: Beside the MAC address, the VM UUID 

(Universally Unique Identifier)  is also kept in the config. 

Through successive vCenter scans we can detect if a 

mac is re-used or duplicated (If the <mac, uuid> pair 

doesn’t match what we have in local configuration. 
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Demo VMCheck (screen recording) 
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What is EVB ? 
Å Edge Virtual Bridging (EVB) describes the technologies and 

protocols that are being standardized to ease the coordination and 
management issues faced by virtualized servers at the server-
network edge.  

Å EVB solves 2 important virtualization issues: 

ïAutomatic provisioning of access switches based on hypervisor-
signaled information 

ïMultiplexing of multiple logical 802.1q links over a single physical 
link 

Å EVB is being standardized by the IEEE 802.1Qbg group 

Å EVB is supported by several hypervisor and switch vendors 

Å EVB supports VEB, VEPA and VSI 

37 
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Edge Virtual Bridging (EVB) Concepts and Protocols 

Å EVB is specified in the IEEE 802.1Qbg Standard 

Å Edge Relay, in the server ï can be a VEB or a VEPA 

Å VEPA mode ï every VM-sourced frame is sent to external 

switch 

Å Reflective relay ï if destination is a VM on same server, the 

frame is sent back on the same link 

Å With VEPA, external switch has visibility into, hence control 

over, all VM traffic 

Å For multicast and broadcast, VEPA replicates traffic to each VM 

locally on server. 

 

VM 

VM 

Switch 
VM 
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VEPA: Virtual Edge Port Aggregator 
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EVB Concepts and Protocols 

Å LLDP/EVB: capability exchange 

ïStation and switch send EVB TLVs to advertise their capability and 
current config 

Å VDP over ECP: VSI Discovery and configuration protocol 

ïStation sends ASSOCIATE and DE-ASSOCIATE messages for an 
active VM 

Å CDCP: configure channels over physical link (IBM UFP) 

Å VSI Database 

ïHosted in the network 

ïQueried by the switch, and by the end-station hypervisor 

ïContains network policies for each Type of VM 

ïCreated by Network Administrator 
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VSI: Virtual Station Interface. A VSI is a Src Mac instance 
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Example: IT Policy for VMs 

    

40 

1. HR requires a file server on Vlan 1200 

2. Finance requires a web server and a database server, both on Vlan 1100 

3. For Finance servers, incoming traffic on TCP port 80 must be prohibited 

4. The FILE server bandwidth consumption must be limited to 1Mbps 

HR 

FILE 

FILE 

WEB DB 

esx1 esx2 

VM-aware 

Switch 

VM-aware 

Switch 

esx3 
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The VSIDB database 

VSI Type ID Vlans 

 

ACLs TxRate RxRate 

10 1100 Deny tcp 80 any any 

20 1200 1024/6

4 

1024/64 

 …..  ……   ……. ……  …….. 

30 200, 210 5000/6

4 

5000/64 

 

Conceptually, looks like this: 

Switch retrieves VSIDB from server using http/xml 

Switch keeps local cache of VSIDB 

Switch updates VSIDB cache periodically, or on demand 

 

Note: Communication between Switch and VSIDB Server is not addressed in 802.1Qbg 

           Content and format of VSIDB is not addressed in 802.1Qbg 
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Automating Switch configuration 

  

42 

1. Network Admin defines 

portfolio of VM port profiles, 

and associated network 

policy, and stores it in a 

database. 

2. System Admin chooses 

appropriate profile for creation 

of a particular VM 

3. Hypervisor sends request 

to switch to associate 

selected profile with the new 

VM 

4. Switch gets specific 

configuration parameters from 

the profile database and 

applies them to traffic from the 

VM.  
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LLDP/EVB 

Å EVB TLV is exchanged via LLDP, and uses the LLDP NCB destination 

address 

Å Nearest Customer Bridge is multicast Destination MAC 0180C2000000 
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VSI Discovery and Configuration (VDP) 
Å VDP lets controlling bridge validate connections and reserve appropriate resources.  

Å VDP Messages ï ASSOCIATE, DE-ASSOCIATE 

Å VSI TLV is used for discovery and configuration 

Å  VSI TLVs are transported in an ECP Data Unit 
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EVB Operational Overview 
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Multichannel support 

46 

• Support for multiple logical channels on a physical link 

• Simultaneous operation of VEBs, VEPAs or VSIs 

• Uses S-tags (from the QinQ std) to distinguish between S-channels 

• CDCP (Channel Discovery and Configuration Protocol) is used to configure S-channels 

• CDCP uses LLDP TLV to Nearest non-TPMR address 
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EVB on IBM Switches 

Å First ship in release 6.9.1 

Å Pre-standard. Follows Authors group draft 0.2 of 802.1Qbg 

Å Interop with Vmware ESXi with 5000v 

Å Interop with KVM with lldpad 

Å Interop with PowerVM 

  

Note1: VMWare native vSwitch does not support Qbg. 

          IBM 5000v replaces vSwitch in ESX hypervisor.  

Note2: 802.1Qbg became an IEEE standard in 2012 
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EVB Configuration Commands 
Å Create EVB Profile 

 (config)#virt evb profile 1 

            reflective-relay 

            vsi-discovery 

Å  Add EVB profile to (internal) port 

     (config-if)#evb profile 1 

Å  Enable LLDP   (config)#lldp enable 

Å  Configure VSIDB Server information 

    (config)#virt evb vsidb 1  

                host 172.31.37.157 

                port 40080 

                filepath ñbhm/rest/vsitypesò 

                update-interval 30 
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EVB Show commands 

Å  Examine the VMs that are associated  

  #show virt  evb  vm 

Å  Examine the local cache of VSIDB 

    #show virt  evb  vsitypes  

ÅExamine the EVB TLVs that are exchanged 

    #show lldp  port <port#> tlv  evb  

Å  Examine syslog messages 
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EVB Operational Commands 

ÅUpdate VSIDB cache 

    #virt  evb  update vsidb  1 

ÅClear VSIDB cache 

 #clear virt  evb  vsidb  

Å  Clear VSI associations 

 #clear virt  evb  vsi  
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Debugging EVB 
Å Verify that the Server supports Qbg 

Å Verify that LLDP is enabled on the switch port and on the server 

Å Use the ñshow lldp  port <n> tlv  evbò CLI to check the LLDP EVB TLV tx and rx 

Å Examine the Syslog messages to check if VDP ASSOCIATE messages are received 

Å Verify that the VSI Type ID and Vlan ID that is requested by the VM is in the VSIDB 

Å Use the ñshow virt  evb  vsitypes ò CLI to verify that the switch has an updated 

copy of the VSIDB database 

Å Use the ñshow virt  evb  vmò CLI to check the details of the VMs that are 

associated on the switch 

Å To recover from errors, use the ñclear virt  evbò CLI to clean up particular 

associations, or to clean up the local VSIDB cache. 
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Dynamic Configurations 

Å VSI Associations may cause Vlans to be created, and ports to be added to Vlans 

Å Qbg-triggered configurations are Dynamic. They are different from user 

configurations 

Å Dynamic configurations are not shown in running-config 

Å Dynamic configs are shown in ñshow vlanò CLI; they are marked with a * 

Å Dynamic configurations are cleaned up when the VM de-associates 

Å Dynamic configuration is converted to static if user does explicit configuration for 

that Vlan. 
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   THAT½S ALL, FOLKS! 


